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Abstract

The separation power of a machine learning model refers to its capacity to distin-
guish distinct inputs, and it is often employed as a proxy for its expressivity. In
this paper, we propose a theoretical framework to investigate the separation power
of equivariant neural networks with point-wise activations. Using the proposed
framework, we can derive an explicit description of inputs indistinguishable by a
family of neural networks with given architecture, demonstrating that it remains
unaffected by the choice of non-polynomial activation function employed. We
are able to understand the role played by activation functions in separability. In-
deed, we show that all non-polynomial activations, such as ReLU and sigmoid, are
equivalent in terms of expressivity, and that they reach maximum discrimination
capacity. We demonstrate how assessing the separation power of an equivariant
neural network can be simplified to evaluating the separation power of minimal
representations. We conclude by illustrating how these minimal components form
a hierarchy in separation power.

1 Introduction

Expressivity

Separation

Universality

Figure 1: Expressive power of neural networks as-
sess their ability to solve complex tasks. Although
universality is traditionally investigated to quantify
expressivity, invariant and equivariant models first
need to be understood in terms of their separation
power.

Alongside the proliferation and success of equiv-
ariant models [1–3], there has been a growing
interest in understanding the fundamental rea-
sons behind their performances, and in assess-
ing their expressive power [4, 5]. For traditional
deep learning approaches, this expressive power
is usually quantified in terms of universality [6],
or their ability to approximate any element of
a given class of functions to arbitrary precision.
However, universality is not directly applicable
to neural networks that incorporates invariances
of the data [7], since they necessarily act by iden-
tifying pairs of inputs that are equivalent under
the given set of transformations. This feature
creates a complex interaction between the network’s ability to discriminate different input data, and
the invariant or equivariant structure that they are trying to preserve. Assessing expressivity thus
requires first a fine-grained analysis of a network’s separation power – the capacity of a model to
distinguish distinct inputs, which is a necessary condition for the universality of the models [8].
In the graph learning community, which is a paramount domain where invariant and equivariant
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models are studied [3, 9, 10], networks are required to be invariant or equivariant under the group of
permutations of the graph’s nodes. In this domain the primary methods for comparing separation
power are the Weisfeiler-Leman (WL) isomorphism test [11] and homomorphism counting [12].
Significant attention has been devoted to studying this property for graph processing models such as
Graph Neural Networks (GNNs) [13–15], Invariant Graph Networks (IGNs) [3, 16], and subgraph
GNNs [17, 10]. However, the WL test and homomorphism counting, along with their variants, have
severe limitations imposed by their combinatorial nature. In particular, recent research [8] have
highlighted the necessity of developing expressivity measures applicable to models that process data
beyond relational structures, such as geometric graphs. In this paper we contribute to this effort by
studying the separation power of a more general class of equivariant neural networks, which are not
covered by the existing results but are of significant practical interest. Namely, we focus on the family
of neural networks with regular convolutions [18], i.e., networks with non-polynomial point-wise
activations, finite-dimensional representations, and equivariance with respect to the action of finite
groups acting on representations as permutations. This class is rich enough to comprise many models
of common interest, such as IGNs [3], Convolutional Neural Networks (CNNs) [19], and Icosahedral
CNNs [20]. We are able to precisely describe the set of input pairs identified by neural networks
with a fixed architecture, in contrast to other approaches that only provide upper bounds on the
expressiveness of IGNs [21] or lower bounds that imply arbitrary network width for the features [4].
To study the separation power of the entire class of equivariant networks with fixed architecture, we
consider the dual problem of characterizing the set of points that are identified by the networks. By
constructing a suitable twin network, we show that the set of identified points corresponds to the set of
common zeros of a modified set of networks (Section 5.1). We then describe this set in an exhaustive
way by introducing an explicit formula which, remarkably, is recursive over the networks depth
(Section 5.2). This explicit result has a number of relevant consequences on the design of equivariant
neural network architectures, which are determined by their activation function, their width, and the
blocks of different type and multiplicity that form their affine equivariant layers. Namely, we show
that any non-polynomial activation yields exactly the same separation power. Furthermore, we prove
that the multiplicity of the blocks in the affine layers does not affect the separation power of the
networks (Section 5.3), and we demonstrate that the separation power of different block types forms
a hierarchy, corresponding to the partial ordering of sub-groups of the symmetry group with respect
to which the model is equivariant (Section 5.4). This result is in analogy with the hierarchy of the
WL tests for graph learning tasks.

In summary, our contributions can be summarized as follows:

• We address the separation power of equivariant neural networks by fully characterizing, with
a formula which is recursive over the network depth, the set of points which are identified
by networks of fixed architecture.

• We show that any non-polynomial activation is equivalent in terms of separation power, and
that they reach the maximum separability capacity of the family of neural networks induced
by a fixed architecture.

• We demonstrate how the block decomposition of layers impacts separability and illustrate
how these minimal components form a hierarchy in separation power.

2 Related Work

Recently, equivariant deep learning models have gained popularity [22, 18, 23], being successful in
diverse fields such as computer graphics [24], galaxy morphology prediction [25], computational
biology [26], and computational chemistry [27]. In the case of permutation equivariance, the WL test
has been adopted as the fundamental tool to measure the expressivity of GNNs [28, 29] and has been
used to derive upper bounds [30] and lower bounds [4] on the expressiveness of IGNs and GNNs [31].
Recently, homomorphism counting has been proposed as a more fine-grained measure of expressivity
for GNNs [32], capable of assessing the separation power of subgraph GNNs and their variants
[17, 33, 10]. In [8], the authors address the problem of separability by generalizing the WL test from
combinatorial structures to geometric graphs. Other works that are related to the study of neural
network separability include specific universality results for equivariant networks [34, 5, 35–38]. In
fact, it has been demonstrated in [28] that a universal model within the class of functions invariant
with respect to certain symmetries is also maximally separating, modulo symmetries.
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3 Preliminaries

3.1 Groups and Equivariance

We aim to define functions that are symmetric with respect to specific transformations. Groups,
which are particularly useful for computation and technical manipulation, consist of transformations
that fulfill certain criteria: the elements can be combined, each element has an inverse, and there is
a neutral element with respect to composition. While group theory efficiently studies symmetries
and transformations from a purely algebraic perspective, it needs to be adapted to the linear algebra
framework required for defining neural networks. Representation theory acts as a dictionary for
translating between these two languages, showing how abstract groups can be mapped to sets of
matrices that themselves form groups. For an overview, see [39]. Let X be a finite set and G a
finite group acting on it. A permutation representation of G is an action of G on RX such that
g(ex) = egx for each g ∈ G and x ∈ X . Let RX and RY be permutation G-representations, we
say that a function ϕ : RX → RY is G-equivariant if ϕ(gv) = gϕ(v) for each v ∈ RX and g ∈ G.
We denote by Hom(RX ,RY ) the set of linear maps between RX and RY , and by HomG(RX ,RY )
the subset of G-equivariant linear maps. Similarly, we refer to the set of affine maps between RX
and RY as Aff(RX ,RY ), and the set of G-equivariant affine maps as AffG(RX ,RY ). Note that
Hom(RX ,RY ), Aff(RX ,RY ), and their equivariant counterparts are real vector spaces with respect
to addition and scalar multiplication. Moreover, [40] shows that each affine map ϕ : RX → RY has
a unique decomposition ϕ = τv ◦ ϕ′, where ϕ′ is a linear map and τv is a translation by a vector
v ∈ RY , and furthermore, that an affine map ϕ = τv ◦ ϕ′ is equivariant if and only if its linear
part ϕ′ is equivariant and v is invariant with respect to the action of G. We have relevant linear
morphisms λ : AffG(V,W ) → HomG(V,W ), which projects an affine map onto its linear part, and
τ : AffG(V,W ) →WG, which projects an affine map onto its translational part. Thanks to the unique
decomposition of affine maps, each subspace M < Aff(RX ,RY ) is characterized by the subspaces
λ(M) and τ(M). Indeed, it can be reconstructed using the isomorphism λ(M) × τ(M) → M ,
defined by (ϕ′, v) 7→ τvϕ

′. Both components are finitely generated, so M is associated by the set
{ϕ′i, τvj}i,j , where {ϕ′1, . . . , ϕ′h} is a finite set of linear maps that generate λ(M) and {v1, . . . , vk}
is a finite set of invariant vectors that generate τ(M).

3.2 Equivariant Neural Networks

With all the necessary definitions in place, we can now introduce the notion of equivariant neural
network. Our study will focus on neural networks that are equivariant with respect to finite groups,
have point-wise continuous activation functions, and whose hidden representations are permutation
representations.

Definition 3.1. Let G be a finite group and V,W be two G-representations which are respectively the
input and output space. A G-equivariant neural network with point-wise activations is a composition

η : V
ϕ1−→ RX1 σ̃−→ RX1

ϕ2−→ RX2 σ̃−→ · · · ϕd−→ RXd σ̃−→ RXd
ϕd+1−−−→W

where Xi are finite sets with G acting on them, ϕi ∈ AffG(RXi−1 ,RXi) is an affine G-equivariant
map, and σ̃ are point-wise activations induced by a continuous function σ : R → R, defined as
σ̃(
∑
x∈Xi

αxex) =
∑
α∈Xi

σ(αx)ex.

As shown in Figure 1, in machine learning practice, we are interested in specific function spaces
that can approximate, learn, and train on the required task. In the following, we define the space
of neural networks with a fixed architecture. This means that the input, output, and intermediate
representations of the neural networks are fixed, as well as the activation function. However, the linear
mappings between representations can vary within appropriate subspaces of affine mappings. This
latter restriction is necessary for two reasons. The first reason is practical: to ensure our framework
aligns as closely as possible with real-world practices, we must adapt it, considering that deep learning
models are rarely trained on the entire family of equivariant networks but are instead restricted to
specific cases. For example, in computer vision, convolutional filters are chosen to be of fixed and
small size, representing only a limited subspace of the possible equivariant linearities available. The
second reason is technical. This notational complexity will enable us to use the twin neural network
trick, which is central to the proof of Theorem 1.
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Definition 3.2. Given subsets Mi of AffG(RXi ,RXi+1), we can define the space N σ(M1, . . . ,Md)
of equivariant networks with fixed architecture as the set of all equivariant neural networks with
point-wise activations σ̃ induced by σ, and with affine parts constrained by the Mis, i.e., ϕi ∈ Mi

for each i. When Mi = AffG(RXi ,RXi+1) are the entire sets of affine maps, we will simply write
N σ(RX1 , . . . ,RXd).

In Definition 3.2, we specify no further structure on Mi beyond it being a simple subset of
AffG(RXi ,RXi+1), even though we will mostly consider Mi to be a linear subspace. This more
general definition is due to technical reasons involving the proof of Theorem 1 and Lemma 4, but
readers not interested in the technical details should just assume Mi to be a linear subspace.

In this work we will study how architecture choice influences the separation power of the family of
neural networks with such structure. In particular, we want to understand how the choices of σ, RXi ,
and Mi affect ρ(N σ(M1, . . . ,Md)) (see (1)).

4 The Relevance of Separability

The universality property of neural networks, or they ability to approximate any element of a given
class of functions to arbitrary precision, has attracted significant attention in the machine learning
community. To establish a systematic study of this property, one needs to understand which is the set
of functions that can reasonably be approximated, and what are the architectures that are suitable for
this task. In this paper we study the expressive power of equivariant neural networks by taking a step
back from universality and focusing instead on their separation power. This concept is meaningful
for general classes of functions, and we discuss in this section its significance and relation with the
notion of universality (Figure 1).

We first give the following definition, where our interest will mainly be in sets C ⊆ C(X,Y ) of
continuous functions between topological spaces X and Y , since this includes the set of equivariant
neural networks of interest (Section 3.2).

Definition 4.1. For given sets X,Y , a function f : X → Y separates two points α, β ∈ X if
f(α) ̸= f(β). A family of functions C from X to Y separates α, β ∈ X if there exist a function
f ∈ C separating α and β. If a function or a family of functions do not separate two points, we say
that it identifies them.

By grouping together sets of points that are identified by C, we may define on X an equivalence
relation

ρ(C) = {(α, β) ∈ X ×X | f(α) = f(α) for each f ∈ C}. (1)

We address the problem of characterizing ρ(C) when C is the set of all equivariant neural networks
with a certain given architecture (Definition 3.1), and this offers significant advantages. First of all,
this point of view is tailored to the practice: we provide results that hold for any network with a given
structure, meaning that they remain valid under the optimization of the parameters of the network, and
independently of the training dataset, the loss function, and the optimization method. Moreover, the
study of the separation power for fixed architectures allows us to understand how this architecture can
be improved: we discuss if and how common modifications of a fixed architecture, namely the width
(Section 5.3) and structure of the intermediate layers (Section 5.4) lead to an improved separation
power.

Finally, this characterization provides a framework that allows us to address questions along the two
following directions:

Q1 Given a pair of points that need to be separated, which are the architectures C that separates them,
i.e., ρ(C) does not contain it?

Q2 Can we design sequences of networks with architectures of increasing separation power that can
approximate continuous functions with separation power stronger than C?

Answering these questions will prove highly valuable to address universality, and in particular to
understand how to design sequences of architectures that can approximate, in the limit, all functions
from a given class.
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5 Main Results

In this section, we lay the foundation for understanding the effect that architectural choices have on
the separation power of a family of neural networks with a fixed architecture. We aim to demonstrate
that non-polynomial activations achieve maximal separation power and to provide a recursive formula
for explicitly computing points identified by this family of functions. This is the most technical result
presented in this work and requires proper setup to be accurately stated. We will begin by describing
and formulating the twin network trick in Section 5.1. This will be the main tool for transforming a
separation problem into a zero locus problem, which we will solve in Section 5.2. We will conclude
by stating and proving Corollary 1, which asserts that whenever the activations are chosen to be
non-polynomial, they do not affect the separation power.

5.1 The Twin Network Trick

In this part of the paper, we explain the twin network trick, which allows us to transform a network
separation problem into a zero locus problem for neural networks. This transformation enables us to
solve the problem more easily using the recursive techniques explained in Section 5.2. Specifically,
a zero locus problem involves computing all the points that are mapped to zero by all the neural
networks in the chosen family.

More precisely, the identification equivalence relation (1) can be reformulated as the following zero
locus problem: (α, β) ∈ ρ(N σ(M1, . . . ,Md)) if and only if

η(α)− η(β) = 0 ∀η ∈ N σ(M1, . . . ,Md). (2)

The key idea is to observe that (2) actually reduces to a zero locus problem involving twin networks.
As illustrated in Figure 2, the twin network η : V ⊕ V →W , defined by

η(α, β) = η(α)− η(β), (3)

is itself a neural network with the same depth as η but with a different architecture, namely
η ∈ N σ(M1, . . . ,Md−1,M

′
d) where M ′

d = {(x, y) 7→ ϕ(x) − ϕ(y) |ϕ ∈ Md}, and

α

β

η −

Figure 2: The twin network trick illustrated. Eval-
uating two copies of η on α and β, and subtracting
the resulting outputs, is equivalent to evaluating
the twin network η on (α, β).

M i =

{
ϕ =

[
ϕ 0
0 ϕ

] ∣∣ϕ ∈Mi

}
.

Thanks to the definition of the twin network, we
can restate the identification problem in Equa-
tion 2 as the equivalent zero locus problem of
finding all β in V ⊕ V that solve

η(β) = 0 ∀η ∈ N σ(M1, . . . ,Md−1,M
′
d).

In summary, all these observations can be syn-
thesized into the following proposition, directly
linking the identification relation to a zero locus.
Proposition 1. For a family F of continuous
functions C(X,V ) between a topological space
X and a real vector space V , let

I(F) = {β ∈ X | η(β) = 0∀η ∈ F}.
be the zero locus of F . Then we have

ρ(N σ(M1, . . . ,Md)) =

I(N σ(M1, . . . ,Md−1,M
′
d)).

We are thus tasked with finding the set of common zeros for all elements in a new class of twin
networks. To study this problem, particular attention must be paid to the bias term. In truth, the
presence of bias in all the entries of the hidden representations is a necessary condition for our theory
to work. Nevertheless, our assumptions regarding the bias term are always satisfied in standard
practice. Without bias in all entries, the scenario becomes more complex, as we show in Section 6.2.
The following definition formalizes this kind of bias and its opposite, where the bias is always zero.
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Definition 5.1. Let M < AffG(V,RX) be a linear subspace. We say that M presents complete bias
if there exists an element y in its translational part τ(M) such that yx ̸= 0 for each x ∈ X; otherwise,
we say that M has incomplete bias. In particular, we say that M has null bias if its translational part
τ(M) is zero; in other words, M < HomG(V,RX).

Note that Equation 3 ensures that M i has complete bias whenever Mi does. Moreover, M ′
d always

has null bias, independently of the bias type of Md. We have now presented all the tools needed to
state and prove Theorem 1, which will be the main objective of the next section.

5.2 Main Theorem

In the previous sections, thanks to Proposition 1, we have translated the problem of computing
the identification relation ρ(N σ(M1, . . . ,Md)) into the problem of computing the zero locus
I(N σ(M1, . . . ,Md−1,M

′
d)). This conversion is relevant, as the computation of the zero locus

for a family of particular neural networks can be achieved using the recursive formula proposed by
Theorem 1, which we will now state and prove.

Roughly speaking, the theorem shows that the set I of a family of d-layers networks can be computed
as suitable intersections and unions of sets I corresponding to certain (d − 1)-layers networks,
thus recursively reducing the problem to incrementally shorter depths. Moreover, these shallower
networks are obtained by reduction operations over the original ones: the last layer is removed, and
the penultimate one is replaced by a suitable linearization.
Theorem 1. Let M1, . . . ,Md−1 have complete bias and let Md have null bias. Denote as
{ϕd+1,1, . . . , ϕd+1,sd} a set of generators of Md, and let Pn be the set of all partitions of [n].
Define furthermore

Ψh,k = {P ∈ Pn |
∑
i∈P

ϕd+1,h
ki = 0, ∀P ∈ P}.

If σ is a non-polynomial activation function, then we have the following formula recursive with
respect to network depth

I(N σ(M1, . . . ,Md)) =
⋂
h,k

⋃
P∈Ψh,k

⋂
i,j∈P

I(N σ(M1, . . . ,Md−2, (Md−1)ij)), (4)

where (Md−1)ij = {ϕ′ : x 7→ πiϕ(x)− πjϕ(x) |ϕ ∈ λ(Md−1)}, πi : RX → R is the projection on
the i-th component of RX for each i in X , and λ(Md−1) is linear part of Md−1.

Proof. Let F i = {ϕi+1,1, . . . , ϕdi+1,si} be a generating set for the linear part ofMi. By Lemma 3 we
know that I(N σ(M1, . . . ,Md)) = I(N σ(M1, . . . ,Fd)). Hence β belongs to I(N σ(M1, . . . ,Fd))
if and only if

ηd,hk (β) =
∑
i

ϕd+1,h
ki σ

(∑
t

xtη
d−1,t
i (β) + yi

)
= 0 (5)

for each h and k where ηd−1,t
i is a neural network in N σ(M1, . . . ,Md−2,Fd−1). Thanks to Theo-

rem 4, if σ is non-polynomial then β solves the system
∑
i ϕ

d+1,h
ki σ

(∑
t xtη

d−1,t
i (β) + yi

)
= 0 if

and only if ηd−1,t
i (β) = ηd−1,t

j (β) for each i, j ∈ P for each P ∈ P for each partition P of [n] such
that

∑
i∈P ϕ

d+1,h
ki = 0 for each P ∈ P . Note that β solves the equation ηd−1,t

i (β)− ηd−1,t
j (β) = 0

for each t if and only if β belongs to N (M1, . . . ,Md−2, (Md−1)ij).

Remark 1. Note that Theorem 1 and Corollary 1 could be stated with different activation functions for
each layer, provided that all of them are non-polynomial. For readability and simplicity of notation,
we have stated these results using a single activation function.

Although the actual execution of Formula 4 requires superpolynomial time, this recursive approach is
particularly useful for deriving relevant properties of the identification relation, such as the influence
of activations on separation power. The following corollary states that the choice of activation
function is irrelevant in terms of separability, as long as activations are non-polynomial.
Corollary 1. Let σ and σ′ be two continuous non-polynomial activations. Then

I(N σ(M1, . . . ,Md)) = I(N σ′(M1, . . . ,Md)).
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Proof. We prove the equality by induction on d. Note that if d = 1 then I(N σ(M1)) = I(M1)
which does not depend on σ. Now suppose that I(N σ(M1, . . . ,Md−1)) does not depends on σ for
each sequence M1, . . . ,Md−1. Then, observing Equation 4

I(N σ(M1, . . . ,Md)) =
⋂
h,k

⋃
P∈Ψh,k

⋂
i,j∈P

I(N σ(M1, . . . ,Md−2, (Md−1)ij)),

we note that I(N σ(M1, . . . ,Md)) is independent of σ as indices such as h, k and i, j are independent
of σ, as well as I(N σ(M1, . . . ,Md−2, (Md−1)ij)) is by inductive hypothesis.

Remark 2. Note that by the proof of Theorem 1 and Corollary 1, if σ is a non-polynomial activation
function and σ′ is a polynomial activation function, then

ρ(N σ(M1, . . . ,Md)) ⊆ ρ(N σ′(M1, . . . ,Md)).

Hence, non-polynomial activation functions have equivalent maximal separation power.
Remark 3. Here, we demonstrate that the complete bias assumption is necessary for all non-
polynomial activations to achieve maximal separation power. Specifically, let us examine the
separation power of the set of shallow neural networks where all representation spaces are one-
dimensional and the hidden layer has a null, and therefore incomplete, bias term. The main concern
is the separability of opposite inputs β and −β. This reduces to study the identification equation

yσ(βx) = yσ(−βx)
for each x, y ∈ R. Any even function σ, including non-polynomial ones, solves this equation but
does not achieve maximal separation power, which could be reached by adding a bias term, as shown
in Remark 2.

5.3 The Role of Intermediate Representations

In this section, we show that if a hidden representation RX can be decomposed as RX
′ ⊕RX

′′
, then

the separation power of networks with the hidden representation RX can be easily reduced to the
combined separation power of two distinct families of neural networks with hidden representations
RX

′
and RX

′′
. Indeed, Theorem 2 shows that the identification equivalence relation of the networks

defined on RX is the intersection of the identification equivalence relations of the networks defined on
RX

′
and RX

′′
. This result is relevant because it implies that, given a decomposition of each hidden

representation RX into a sum of minimal factors, we can reduce the study of the separation power
of families of neural networks to the study of the separation power of families of neural networks
defined on minimal representations. This will be the topic of Section 5.4.

For now, we focus on developing the notation necessary to state and prove Theorem 2. The structure
of our network of interest is as follows:

η : V
ϕ1−→ RX1 σ̃−→ · · · ϕi−→ RX

′
i ⊕RX

′′
i

σ̃−→ RX
′
i ⊕RX

′′
i

ϕi+1−−−→ · · · σ̃−→ RXd
ϕd+1−−−→W

with η ∈ N σ(M1, . . . ,Md). To formulate the identification equivalence relation of these networks in
terms of the identification relations of simpler architectures with only RX

′
i and RX

′′
i as intermediate

representations, we need to define projection maps π′ : RX
′
i ⊕RX

′′
i → RX

′
i and immersion maps

ι′ : RX
′
i → RX

′
i ⊕RX

′′
i . Similarly, we can define π′′ and ι′′. Hence, we can write

N σ(M1, . . . ,Md) = N σ(M1, . . . , π
′Mi + π′′Mi,Mi+1ι

′ +Mi+1ι
′′, . . . ,Md),

and the problem informally stated above reduces to determining the separation power of the
entire family N σ(M1, . . . ,Md) by understanding the separation power of the smaller families
N σ(M1, . . . , π

′Mi,Mi+1ι
′, . . . ,Md) and N σ(M1, . . . , π

′′Mi,Mi+1ι
′′, . . . ,Md). This is achieved

by the following theorem.

Theorem 2. With the notation defined above, we have

ρ(N σ(M1, . . . ,Md)) =

ρ(N σ(M1, . . . , π
′Mi,Mi+1ι

′, . . . ,Md)) ∩ ρ(N σ(M1, . . . , π
′′Mi,Mi+1ι

′′, . . . ,Md)).
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Proof. Note that

(ψι′ + ψι′′) σ̃ (π′ϕ+ π′′ϕ) = (ψι′ + ψι′′) σ̃ (π′ϕ+ π′′ϕ).

Hence,

N σ(M1, . . . ,Md) = N σ(M1, . . . , π′Mi + π′′Mi,Mi+1ι′ +Mi+1ι′′, . . . ,Md) =

N σ(M1, . . . , π′Mi + π′′Mi,Mi+1ι′ +Mi+1ι′′, . . . ,Md).

By Theorem 1 and the previous observation, we can limit to study spaces of the type

N σ(M1, . . . , π′Mi + π′′Mi, (Mi+1ι′ +Mi+1ι′′)uv),

which is equal to

N σ(M1, . . . , π′Mi + π′′Mi, (Mi+1ι
′)uv) +N σ(M1, . . . , π′Mi + π′′Mi, (Mi+1ι

′′)uv)

thanks to the linearity of the map ϕ 7→ (ϕ)uv . Note that

N σ(M1, . . . , π′Mi + π′′Mi, (Mi+1ι
′)uv) = N σ(M1, . . . , π′Mi, (Mi+1ι

′)uv)

as π′ ◦ ι′′ = 0 and both projections and immersions are commute with activations. From Lemma 2
we get

I(N σ(M1, . . . , π′Mi + π′′Mi, (Mi+1ι
′)uv)) ∩ I(N σ(M1, . . . , π′Mi + π′′Mi, (Mi+1ι

′′)uv)).

Putting all together we obtain the thesis.

We can now restate Theorem 2 in the case where Mi is the full set AffG(RXi ,RXi+1). A relevant
phenomenon to notice is that the multiplicity of the components appearing in the decomposition of a
hidden layer RX do not affect separation power. This is clearly stated in the following corollary.
Corollary 2. Following the notation provided above, it holds that

ρ(N σ(RX1 , . . . ,RX
′
i ⊕RX

′′
i , . . . ,RXd)) =

ρ(N σ(RX1 , . . . ,RX
′
i , . . . ,RXd)) ∩ ρ(N σ(RX1 , . . . ,RX

′′
i , . . . ,RXd)).

Note that if X ′
i = X ′′

i we obtain

ρ(N σ(RX1 , . . . ,RX
′
i ⊕RX

′′
i , . . . ,RXd)) = ρ(N σ(RX1 , . . . ,RX

′
i , . . . ,RXd)).

Hence, multiplicity does not affect separability.

Proof. Follow directly from Theorem 2 and noticing that

π′ AffG(RXi−1 ,RX
′
i ⊕RX

′′
i ) = AffG(RXi−1 ,RX

′
i)

and
AffG(RX

′
i ⊕RX

′′
i ,RXi+1)ι′ = AffG(RX

′
i ,RXi+1).

5.4 The Role of Representation Type

Thanks to Theorem 2 we can restrict to study separation power of networks defined on minimal
representation spaces. Such minimal spaces are RX when X admits a transitive action of G. Namely,
for each pair of points x and y in X there exist an element g ∈ G such that gx = y. Basic group
theory [39] shows that a set with transitive action is in bijective correspondence with a group quotient
G/H for some subgroup H < G. The following theorem enable us to compare representation
induced by transitive actions arising from comparable subgroups.
Theorem 3. Let K < H < G be finite groups. We have

ρ(N σ(V, . . . ,RG/K , . . . ,W )) ⊆ ρ(N σ(V, . . . ,RG/H , . . . ,W )).
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Informal Proof. First we show that RG/H < RG/K and that there exist an equivariant projec-
tion π : RG/K → RG/H and an equivariant immersion ι : RG/H → RG/K . Suppose RG/H

and RG/K appear as i-th representation space of the network families N σ(V, . . . ,RG/H , . . . ,W )

and N σ(V, . . . ,RG/K , . . . ,W ). Let η be a neural network in N σ(V, . . . ,RG/H , . . . ,W ). Let
ϕ : RXi−1 → RG/H and ψ : RG/H → RXi+1 be the linearities of η in correspondence of the repre-
sentation RG/H . Write ϕ′ = ιϕ, ψ′ = ψπ, and σ̃′ = ισ̃π and note that ψ′σ̃′ϕ′ = ψπισ̃πιϕ = ψσ̃ϕ.
Substituting ψσ̃ϕ with ψ′σ̃′ϕ′ inside the definition of η, we obtain the same function but we can
show that it belongs to N σ(V, . . . ,RG/K , . . . ,W ). Hence, we have obtained an immersion of
N σ(V, . . . ,RG/H , . . . ,W ) inside N σ(V, . . . ,RG/K , . . . ,W ). For more details we refer the reader
to Appendix A.3.

Theorem 3 implies that the collection of neural network spaces with a hidden layer with minimal
representations, namely {N σ(V, . . . ,RG/H , . . . ,W )}H<G, forms a separation power hierarchy that
corresponds to the hierarchy of subgroups of G. In particular, this means that RG is the representation
with maximum separation power. This is consistent with the results in [41], which demonstrate that
shallow networks with RG as hidden representation are universal. This universality implies maximal
separation power, as stated in Theorem 16 of [8].

6 Conclusions

6.1 Implications

The implications of the presented work are twofold. In a theoretical context, we establish clear
boundaries for the potential answers to questions Q1 and Q2 posed in Section 4. Indeed, question Q1
highlights the necessity of properly defining the target set of functions that we can approximate
with the architectures available to us. We can better define this target set as a subset of continuous
functions that respect the identification relation of our architectures, which we can now compute
thanks to Theorem 1. A dual version of question Q1 investigates the opposite problem, namely,
discovering the potential architectures available that can approximate a target class of functions.
Assuming this class of functions respects a particular identification relation, Theorem 2 enable us
to construct a variety of architectures that satisfy this relation. However, proving that this family of
architectures can approximate the target function with arbitrary precision remains an open problem
and is beyond the scope of this work. Regarding question Q2, Theorem 3 specifies a hierarchy in the
separation power of representations. Depending on the separation power needed, this result can be
used to choose the proper architecture. In a practical context, having expert knowledge about the
task and being able to translate it into an identification relation allows, thanks to Theorem 2, for the
construction of network architectures that can potentially learn the task efficiently.

6.2 Limitations

The main limitations of the proposed framework lie within the initial assumptions. First, it only
works for permutation representations. Despite this, it manages to cover a significant number of
important models, such as regular CNNs and IGNs. The second relevant assumption we make is
to consider only intermediate layers with complete bias, which is standard for practically relevant
models. Nevertheless, we discuss the pathological case of incomplete bias in Remark 3. The last
relevant assumption we make is to employ non-polynomial activations. This assumption aligns with
common practice, where activation functions are usually non-polynomial. Notable examples include
ReLU, tanh, and sigmoid. However, non-polynomiality is only a sufficient condition; there could
exist polynomial activations with maximal separation power. But identifying which polynomial
activations have this property is a problem of non-trivial mathematical difficulty. We refer interested
readers to [42] for more details on how to identify these polynomials.
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A Appendix

A.1 Technical Results

In what follows, let C, D and F be families of functions in C(X,V ), where X is a topological space
and V a real vector space.

Lemma 1. If C ⊆ D, then ρ(D) ⊆ ρ(C).
Lemma 2. Let C and D be two families of real-valued functions such that each of them contains
at least a constant function. The equivalence relations induced by their identification condition are
linked by the following conditions ρ(C+D) = ρ(C ∪D) = ρ(C) ∩ ρ(D).

Proof. Let us prove the first equality. Let c be the constant function in D. Hence ρ(C+D) ⊆
ρ(C+c) = ρ(C) ⊆ ρ(C) ∪ ρ(D). To prove the inverse inclusion, suppose there exists a function f
either in C or D separating x and y. Without loss of generality, suppose f ∈ C, f + c ∈ C+D would
be separating x and y. This conclude the proof of the first equality. The proof of the second equality
follows from the definition of ρ. Indeed,

ρ(C ∪D) = {x ∈ X|f(x) = 0 ∀f ∈ C ∪D} =

{x ∈ X|f(x) = 0∀f ∈ C} ∩ {x ∈ X|f(x) = 0∀f ∈ D} = ρ(C) ∩ ρ(D).

Lemma 3. If ⟨F⟩ is the set generated by the linear combinations of functions in F . Then ρ(⟨F⟩) =
ρ(F).

Proof. By Lemma 1, ρ(⟨F⟩) ⊆ ρ(F) as F ⊆ ⟨F⟩. To prove the opposite implication, just note that
if each function in F identifies x and y then each linear combination of them will identify x and y as
well.

Note that if M is a set spanning Md, then the set N (M1, . . . ,Md−1,M) spans the entire set
N (M1, . . . ,Md). The necessity of this observation will become clear later in Lemma 4.

Lemma 4. If M is a set of generators for Md, then

ρ(N σ(M1, . . . ,Md)) = ρ(N σ(M1, . . . ,Md−1,M)).

Proof. For the first point, let v be a non trivial bias term for Md. If η ∈ N σ(M1, . . . ,Md) and
η(β) = 0, then η′(x) = η(x) + v still belongs to N σ(M1, . . . ,Md) but η′(β) ̸= 0.

The proof of the second point follows by applying Lemma 3 (Appendix A.1), and noticing that
N σ(M1, . . . ,Md) = ⟨N σ(M1, . . . ,Md−1,M)⟩, where ⟨·⟩ denotes the vector space generated by a
set.

A.2 Linear Functional Equations

To prove Theorem 1 we need the following result.

Theorem 4. Let a1, . . . , an be real numbers and b1, . . . , bn real vectors. Let P the smallest partition
of {1, . . . , n} for whom bi = bj for each i, j ∈ P and P ∈ P . If for each P ∈ P we have that∑
i∈P ai = 0, each continuous function σ is solution∑

i

aiσ
(
bi · x+ y

)
= 0. (6)

Otherwise, if for some partition P the sum
∑
i∈P ai does not vanish, the only solutions of Equation 6

are polynomial.

The proof of Theorem 4 is essentially a restatement of the following Theorem 5 (2.27 in [42]) without
the assumptions that the ais are non-zero and the bis are distinct.
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Theorem 5. Given non-null real values a1, . . . , ak and distinct real vectors b1, . . . , bk, continuous
solutions σ : R → R of ∑

i

aiσ
(∑

t

bt,ixt + y
)
= 0. (7)

are polynomial.

A.3 Immersion Theorem

Theorem 6. Let K < H < G finite groups. We have

ρ(V, . . . ,RG/K , . . .W ) ⊆ ρ(V, . . . ,RG/H , . . .W )

Proof. Write H/K = {h1K, . . . , hsK}, we have the following injection

ι :

RG/H −→ RG/K

egH 7→ 1

s

s∑
i=1

eghiK

(8)

and projection

π :
RG/K −→ RG/H

egK 7→ egH .
(9)

Note that πι = idRG/H , indeed,

πι(egH) =
1

s

s∑
i=1

π(eghiK) =
1

s

s∑
i=1

eghiH = egH ,

as ghiH = gH for each i = 1, . . . , s.

Consider the following diagram

η : V −−→ · · · ϕ−−→ RG/H σH−−→ RG/H ψ−−→ · · · −−→W

η′ : V −−→ · · · ϕ′

−−→ RG/K
σ′
H−−→ RG/K ψ′

−−→ · · · −−→W.

ι ιπ π

From the network η in N σ(V, . . . ,RG/H , . . . ,W ) composed by ϕ, ψ, and σ we want construct
a new representation η′ defined as follows. Let ϕ′ = ιϕ, ψ′ = ψπ, and σ̃′ = ισ̃π and note that
ψ′σ̃′ϕ′ = ψπισ̃πιϕ = ψσ̃ϕ. Hence, substituting ψσ̃ϕ with ψ′σ̃′ϕ′ inside the definition of η do not
change the function, and embeds it into a parameter space with intermediate representation RG/K

instead of RG/H . But to prove that η is a neural network, we need to prove that σ̃′ is a point-wise
activation function for some real-valued function σ′.

If σ̃ is a point-wise activation associated to σ : R → R defined on RG/H we have that

σ̃(
∑

gH∈G/H

agHegH) =
∑

gH∈G/H

σ(agH)egH .

On the other hand, we have

σ̃′(
∑

gK∈G/K

agKegK) = ισ̃π(
∑

gK∈G/K

agKegK) =

ισ̃(
∑

gH∈G/H
ghK∈gH/K

aghKegH) = ι
∑

gH∈G/H

σ(
∑

ghK∈gH/K

aghK)egH =
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1

s

∑
gH∈G/H

σ(
∑

ghK∈gH/K

aghK)
∑

hK∈H/K

eghK =

1

s

∑
gK∈G/K

σ(
∑

hK∈H/K

aghK)egK .

Note that the map
α :

∑
gK∈G/K

agKegK 7→
∑

hK∈H/K

aghKegK

is linear andG-equivariant. Note that σ̃′ = σ̃K◦α
s , where we denote the standard point-wise activation

induced by σ on RG/K as σ̃K , to distinguish it from σ̃, the point-wise activation induced by σ but
defined on RG/H . Hence, substituting ψσ̃ϕ with ψ′σ̃′ϕ′ = ψ′ σ̃K◦α

s ϕ′, we obtain an immersion of
η in N σ(V, . . . ,RG/K , . . . ,W ). Hence N σ(V, . . . ,RG/H , . . . ,W ) ⊆ N σ(V, . . . ,RG/K , . . . ,W )

and ρ(N σ(V, . . . ,RG/K , . . . ,W )) ⊆ ρ(N σ(V, . . . ,RG/H , . . . ,W ))
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